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Abstract
In this paper we present Visteon’s findings in the field of time-of-flight (ToF) gesture interaction. We give a brief overview of current technologies before introducing our advanced technology development, which was integrated into a drivable vehicle. A significant number of hand gestures were implemented through our proprietary software and can be tested in the vehicle. We conclude this paper with a summary of our findings and an outlook for next steps.

1 Introduction

Multimodal human-machine interaction (HMI) is used in today’s vehicles to offer the driver several redundant ways to control functions. Voice and touch interaction possibilities have already become standard features. To keep the driver’s eyes on the road while still controlling various functions safely, gesture interaction is seen as a promising modality.

Future driver interaction systems will require solutions for driver monitoring such as gesture control. This functionality can be provided by 2D/3D interior camera systems and related computer vision software solutions. In particular, the 3D sensing technology promises a new modality to interact in a more “natural” and intuitive way with the cockpit electronics and infotainment system of the vehicle because the exact position of the objects in 3D space is known.
2 State-of-the-Art

Looking to camera-based solutions, several principles and technologies are available on the market and in the research domain to record 3D depth images. Triangulation is probably the most common and well-known principle that enables the acquisition of 3D depth measurements with reasonable distance resolution. It can be either a passive system based on a stereo vision (SV) camera system using two 2D cameras, or an active system using one single 2D camera together with a projector that beams a light pattern onto the scene. The drawback of active triangulation systems is that they have difficulties with shadows in the scene area. SV systems have difficulties with scene content that has no or only rare contrast since the principle of SV-based triangulation relies on identification of the same features in both images.

An alternative depth measurement method that Visteon uses in one of its technology vehicles is called the ToF principle (see Figure 1). A camera system that uses this technology can provide an amplitude image and a depth image of the scene (within the camera field of view) with a high frame rate and without moving parts inside the camera. The amplitude image looks similar to an image from a 2D camera. That means that well reflecting objects appear brighter in that image than less reflecting objects. The distance image provides distance information for each sensor pixel of the scene in front of the camera.

Figure 1: ToF measurement principle (RF modulated light source with phase detector)
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1 Büttgen, B. (2005) CCD/CMOS Lock-in pixel for range imaging, p. 3
The essential components of a ToF camera system are the ToF sensor, an objective lens and an infrared illumination light source that emits RF modulated light.

The sensor consists of an array of independent ToF pixels whereby each pixel is able to measure the arrival time of the modulated scene illumination with high accuracy. This is important because the method for measuring the distance between the sensor and the object is based on the time difference the light needs to travel from the light source until it is received by the sensor (being reflected by an object). These measurements take place in parallel in each pixel and because of that the camera can provide, for each pixel, one amplitude and one distance value and thus one amplitude and one distance image for each camera frame.

These two images form the basic information and are used as input for applying computer vision software algorithms in order to detect hand gestures.

3 Advanced Development

3.1 Overview

Visteon started to investigate ToF technology several years ago in its advanced development department to build up knowledge and to understand the performance and maturity of the technology. Besides the technology investigation inside the lab, a proprietary hardware and software solution has been developed to enable recognition of hand gestures in mid-air and further use cases that can be linked to certain hand poses or hand and finger position in 3D space.

The right column of Figure 2 shows the system partitioning of a ToF camera system and provides high-level information about the different software blocks in our current system.

The column on the left provides an overview of the system architecture with a high-level flow chart on how the gesture recognition concept works.

This automaker-independent development phase was necessary to reach the following goals:

- Find out the potential and limitation of the current ToF technology and investigate ways to push the confines of its current limitations.
- Build up a good understanding of feasible use cases that can work robustly in a car environment by implementing and testing them and executing improvement loops based on the findings.
- Investigate the necessary hardware and software components of such a system.

These activities brought us into a position to build up our own know-how in this field, demonstrate this to automakers and provide recommendations about which uses
cases (per our experience and knowledge) can work robustly in a car environment. These achievements also reduce risks either by offering a solution for co-innovation projects or RFQs for serial implementation.

![Figure 2: Visteon’s ToF camera technology and system architecture](image)

### 3.2 Vehicle integration

During the advanced development activities, one ToF camera system was integrated into a drivable vehicle to investigate use cases for this new input modality that can be used, for example, for driver information and infotainment systems to reduce driver distraction and enhance the user experience.

The implementation in the car demonstrates the current status of the functionalities that have been achieved so far – considering a camera position that is located in the overhead console (see Figure 3 and Figure 4).

![Figure 3: ToF Camera setup in Visteon’s ToF technology vehicle](image)
This car is used to demonstrate the possibilities of ToF technology to automakers. In parallel the vehicle is also used continuously as the main development platform to implement new use cases and to improve our software algorithms in order to enable robust hand/arm segmentation and tracking under real environmental and build in conditions.

Figure 4: Camera head of ToF prototype camera (left), hand gesture interaction within the car (right)

3.3 Investigation of use cases beyond simple 3D gestures

Because the ToF camera system also provides - besides the amplitude image - depth information, it can be used to do more than just detecting simple gestures (like a swipe or approach in a short range). The camera sees the details of the scene (i.e. number of visible fingers and pointing direction) and the exact position in 3D space. Therefore the target is ready to realize a more natural HMI within a large interaction space.

Figure 5: Examples of hand gestures and poses for HMI interaction

The following uses cases are already integrated and showcased in the technology vehicle to demonstrate the potential of the technology and enabling new ways for interacting with the vehicle (see Figure 5):

- Highly accurate proximity sensing, based on 3D coordinates of calculated features
- 3D gesture recognition (dynamic gestures performed in mid-air)
- Hand pose detection (static hand poses – can use as shortcut)
- 2D gesture recognition (performed on surfaces such as display or interior part)
- Touch detection on a display
Functional areas on interior trim parts can act as a button, slider, TP etc.
Driver / co-driver hand distinction
Function release without need of physical contact (hygiene)
Enables 3D HMI on 3D displays
High level of design freedom for seamless information integration on curved surfaces enables new premium aesthetics and merge of smart (functional) decorative parts and display area
Addressing a functional area that is out of reach of the hand and triggering the related function (i.e open/close the passenger’s side widow)

4 Conclusion

In this paper, we investigated the implementation and application of a gesture recognition system in a vehicle. Based on extensive state-of-the-art research the ToF technology was identified as the most suitable to detect a high diversity of spatial and on-surface gestures with high accuracy inside the vehicle. To address the demands of automakers, a new ToF camera was developed and implemented in a test vehicle.

The current implementation of the ToF system offers a high enough resolution to identify gestures with a high level of detail. Due to a fairly large field-of-view of the camera, it can detect both the driver and the passenger’s hand and, therefore, understand who is trying to interact at a given point in time. This offers a first step to a contextual system, which can react on active as well as passive gestures.

Future research will have to focus not only on active gestures, but also passive ones. Driver monitoring and understanding a driver’s posture becomes certainly more relevant when we think about hand-over scenarios for autonomous driving.
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